The earg domain regulates hERG channel inactivation gating via a direct interaction
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Human ether-à-go-go (eag)-related gene (hERG) potassium channel kinetics are characterized by rapid inactivation upon depolarization, along with rapid recovery from inactivation and very slow closing (deactivation) upon repolarization. These factors combine to create a resurgent hERG current, where the current amplitude is paradoxically larger with repolarization than with depolarization. Previous data showed that the hERG N-terminal eag domain regulated deactivation kinetics by making a direct interaction with the C-terminal region of the channel. A primary mechanism for fast inactivation depends on residues in the channel pore; however, inactivation was also shown to be slower after deletion of a large N-terminal region. The mechanism for N-terminal region regulation of inactivation is unclear. Here, we investigated the contributions of the large N-terminal domains (amino acids 1–354), including the eag domain (amino acids 1–135), to hERG channel inactivation kinetics and steady-state inactivation properties. We found that N-deleted channels lacking just the eag domain (Δ2–135) or both the eag domain and the adjacent proximal domain (Δ2–354) had less rectifying current–voltage (IV) relationships, slower inactivation, faster recovery from inactivation, and lessened steady-state inactivation. We coexpressed genetically encoded N-terminal fragments for the eag domain (N1–135) or the eag domain plus the proximal domain (N1–354) with N-deleted hERG Δ2–135 or hERG Δ2–354 channels and found that the resulting channels had more rectifying IV relationships, faster inactivation, slower recovery from inactivation, and increased steady-state inactivation, similar to those properties measured for wild-type (WT) hERG. We also found that the eag domain-containing fragments regulated the time to peak and the voltage at the peak of a resurgent current elicited with a ramp voltage protocol. The eag domain-containing fragments effectively converted N-deleted channels into WT-like channels. Neither the addition of the proximal domain to the eag domain in N1–354 fragments nor the presence of the proximal domain in hERG Δ2–135 channels measurably affected inactivation properties; in contrast, the proximal region regulated steady-state activation in hERG Δ2–135 channels. The results show that N-terminal region-dependent regulation of channel inactivation and resurgent current properties are caused by a direct interaction of the eag domain with the rest of the hERG channel.

INTRODUCTION

The human ether-à-go-go (eag)-related gene (hERG) encodes a voltage-activated potassium channel, which is a member of the eag channel family (Warmke and Ganetzky, 1994). hERG channels contribute to the repolarization of the ventricular action potential as the primary component of the cardiac delayed rectifier potassium current (Ikr), and ERG channels have also been shown to modulate neuronal firing frequency (Sanguinetti and Jurkiewicz, 1990; Sanguinetti et al., 1995; Trudeau et al., 1995; Chiesa et al., 1997; Sacco et al., 2003; Pessia et al., 2008). Like other channels in the eag family, hERG has an eag domain, which comprises the first 135 amino acids of the N-terminal region (Morais Cabral et al., 1998). The eag domain contains a Per-Arnt-Sim (PAS) homology domain at amino acids 26–135 and a flexible N-terminal cap at amino acids 1–25 (Morais Cabral et al., 1998; Li et al., 2010; Muskett et al., 2011; Ng et al., 2011; Gustina and Trudeau, 2012). The eag domain is connected to the transmembrane domains of hERG by a long proximal domain (Viloria et al., 2000). The C-terminal region of hERG contains a cyclic nucleotide–binding homology domain (CNBHD), which is homologous to the cyclic nucleotide–binding domains in CNG and hyperpolarization-activated cyclic nucleotide–modulated channels (Warmke and Ganetzky, 1994; Zagotta et al., 2003; Brelidze et al., 2012); however, the hERG channel is not measurably regulated by direct binding of cyclic nucleotides (Brelidze et al., 2009).

hERG channel gating is characterized by slow closing (deactivation gating) (Sanguinetti et al., 1995; Trudeau et al., 1995). The N-terminal eag domain is a key modulator of slow deactivation gating (Spector et al., 1996;
Morais Cabral et al., 1998; Wang et al., 1998; Viloria et al., 2000; Gustina and Trudeau, 2009). Eag domains expressed as separate genetic fragments or peptides were shown to markedly regulate deactivation gating and to directly interact with intracellular regions of the hERG channel (Morais Cabral et al., 1998; Gustina and Trudeau, 2009, 2011; Fernández-Trillo et al., 2011; Trudeau et al., 2011). Importantly, eag domains expressed as genetic fragments do not interact with WT hERG channels, which indicates that these fragments are highly specific in their binding and regulatory function (Gustina and Trudeau, 2009; Gianulis and Trudeau, 2011). The C-terminal CNBHD also plays a role in the regulation of deactivation gating, as point mutations in the CNBHD (Al-Owais et al., 2009; Muskett et al., 2011) and deletions of the CNBHD (Gustina and Trudeau, 2011) speed deactivation gating. Furthermore, the CNBHD was shown to be necessary for eag domain modulation of deactivation gating and was shown to interact with the eag domain in biochemical pulldown assays, meaning that the eag domain and CNBHD directly interact to regulate deactivation gating (Gustina and Trudeau, 2011).

hERG channels also demonstrate a characteristic rectification in the I-V relationship, where the current conducted at negative potentials (in the range of −40 to 0 mV) is greater than the current conducted at positive potentials (20 to 80 mV) (Sanguinetti et al., 1995; Trudeau et al., 1995). Fast inactivation gating relative to slow activation gating has been implicated as the cause of hERG rectification (Schönherr and Heinemann, 1996; Smith et al., 1996; Spector et al., 1996; Herzberg et al., 1998). The primary mechanism for fast inactivation in hERG is thought to be similar to the C-type inactivation mechanism first described in Shaker K+ channels (Hoshi et al., 1991; López-Barneo et al., 1993), because hERG inactivation is sensitive to external cations and mutations in the pore region (Schönherr and Heinemann, 1996; Smith et al., 1996; Herzberg et al., 1998). Channels with an N-terminal region deletion (hERG Δ2–354) had slower inactivation gating and reduced rectification compared with WT channels, indicating that the N-terminal regions were involved in modulation of inactivation; however, the mechanism for this regulation of inactivation is unclear (Spector et al., 1996; Wang et al., 1998).

In these studies, we investigated the role of the eag domain in regulation of hERG channel inactivation. We found that eag domain–containing fragments regulated inactivation rate, recovery from inactivation, and steady-state inactivation, indicating that direct protein interactions between the eag domain and the rest of the channel regulate inactivation properties of hERG channels. We also found that rectification was modulated directly by eag domains, as the peak of the I-V relationship was increased in channels lacking the eag domain, and was restored to smaller WT-like values by coexpression with eag domain–containing fragments. Finally, we administered a dynamic ramp protocol to investigate the hERG current profile under conditions more resembling a cardiac action potential. Under these conditions, the outward current from hERG gets bigger (resurges) with repolarization (Spector et al., 1996; Zhou et al., 1998; Sale et al., 2008) as a result of rapid recovery from inactivation and slow deactivation (Sale et al., 2008). We found that the time to peak of the current and the voltage at which the peak occurred in response to the voltage ramp were functions of the eag domain. Overall, our results show that the N-terminal eag domain is a determinant of hERG channel rectification, inactivation, and the peak and timing of the hERG resurgent current. In contrast, we found that the proximal N-terminal region did not measurably regulate inactivation properties, but rather regulated steady-state activation.

**MATERIALS AND METHODS**

Molecular biology

We previously generated and described the hERG, hERG ΔN, and N1–135 clones (Trudeau et al., 1995, 1999; Gustina and Trudeau, 2009). In this study, we constructed hERG Δeag and N1–354 using double overlap PCR. All channels and channel fragments used in this study were fused to fluorescent proteins. Citrine was fused directly to all hERG channels at the C terminus (after amino acid 1199), as in previous studies (Gustina and Trudeau, 2009). Monomeric enhanced cyan fluorescent protein (CFP) was fused directly at amino acid 135 (to make N1–135 CFP), as described previously (Gustina and Trudeau, 2009), and here, CFP was fused at position 354 (to make N1–354 CFP). All constructs were verified by standard fluorescence-based DNA sequencing. For expression in oocytes, mRNAs were made with the mMessage mMachine kit (Applied Biosystems).

Preparation and injection of oocytes

*Xenopus laevis* (Xenopus express) oocytes were collected from female frogs, as described previously (Gustina and Trudeau, 2011). Oocytes were pressure injected with 50.6 nl mRNA and incubated for 4–14 d at 16°C in ND96 with 50 µg/ml gentamicin (Sigma-Aldrich). For coexpression experiments, mRNA for the N-terminal region fragments was coinjected with mRNA for the transmembrane and C-terminal regions (Gustina and Trudeau, 2009). The ratio of fragments to channel RNA was empirically determined, and we used the ratio that resulted in maximal slowing of deactivation gating. This was usually a 2:1 ratio of fragment to channel. The total amount of mRNA injected remained constant.

Confocal microscopy

Fluorescent imaging was conducted using a confocal microscope (LSM5 DUo; Carl Zeiss) at the University of Maryland School of Medicine Facility for Confocal Microscopy. Cells were visualized using an inverted microscope (AxioObserver Z1; Carl Zeiss) with a 20×/NA1.0 water-immersion plan-apochromat objective. CFP and Citrine were excited using the 458- or 488-nm lines of an argon ion laser (Omnichrome), with emission captured at 475–525 or 505–550 nm, respectively. Fluorescence signals were collected from the animal pole of *Xenopus* oocytes after laser
excitation using acquisition software (Zen 2009; Carl Zeiss). Images were processed using the LSM Image Browser (Carl Zeiss) and Photoshop (CS5.1; Adobe).

**Electrophysiology and analysis**

Recordings from oocytes were performed as described previously (Gustina and Trudeau, 2009, 2011). In brief, recordings were made at room temperature, ~22–24°C, with a two-electrode voltage clamp (OC-725C; Warner Instruments) connected to an analogue to digital converter (ITC-18; InstruTech, Inc.). The external solution contained 4 mM KCl, 94 mM NaCl, 1 mM MgCl₂, 0.3 mM CaCl₂, and 5 mM HEPES, pH 7.4. Glass recording microelectrodes were filled with 3 M KCl and had resistances of 1–2 MΩ. Currents were recorded from a holding potential of −80 mV using Patchmaster software (HEKA) and were analyzed with Igor Pro software (WaveMetrics). We manually removed capacitance transients from all current traces to better visualize the data.

The I-V relationship was determined by normalizing peak outward current after 1-s depolarizations from −100 to +80 mV in 20-mV increments to the normalized extrapolated peak tail current at −100 mV. The extrapolated peak current value was determined from a single-exponential fit to the deactivating current extrapolated back to the time of the voltage change (Sale et al., 2008). To determine the steady-state activation (G-V) relationship we normalized the instantaneous tail currents at −50 mV (after 1-s steps from −100 to +40 mV in 20-mV increments) to the peak instantaneous tail current. G-V data were fit with a Boltzmann function ($y = A/[1 + e^{(V/V_{1/2})}]$). $V_{1/2}$ is the half-maximal activation potential, and $k$ is the slope factor. Current relaxations with repolarizing voltage steps (deactivation) and the rising phase of the repolarizing voltage step (recovery from inactivation) were fit with an exponential function ($y = Ae^{(-t/\tau)}$) where $t$ is time and $\tau$ is the time constant of deactivation or recovery from inactivation.

The inactivation time constant was determined using a three-step protocol, as described previously, to isolate inactivating currents, which were fit with a single-exponential function (Spector et al., 1996; Herzberg et al., 1998; Wang et al., 1998). Steady-state inactivation was measured using a separate three-step protocol, as described previously (Smith et al., 1996). The equations $I_{corrected} = (g_{difference})(20 - E_{rev})$ and $g_{difference} = (I_{peak} - I_{end})/(E_{mem} - E_{rev})$ were used to correct errors in steady-state inactivation caused by deactivation at −120 and −100 mV. $I_{peak}$ is the peak inward current during the conditioning pulse, and $I_{end}$ is the inward current at the end of the conditioning pulse (Gianulis and Trudeau, 2011). The corrected peak instantaneous currents at 20 mV were normalized and fit with a Boltzmann function.

Data are presented as the mean ± SEM, where $n$ represents the number of cells. Statistical analyses were performed using one-way ANOVA with a Newman–Keuls test for pairwise comparisons. A value of $P < 0.05$ was considered statistically significant.

**Online supplemental material**

As a negative control, we recorded currents from uninjected oocytes. We found that oocytes expressing hERG cRNA had robust excitation using acquisition software (Zen 2009; Carl Zeiss). Images were processed using the LSM Image Browser (Carl Zeiss) and Photoshop (CS5.1; Adobe).
ionic currents in response to either a dynamic ramp or a series of voltage steps (Fig. S1, A and B), whereas uninjected oocytes had very small currents in response to the same voltage protocols (Fig. S1, C and D). Thus, endogenous oocyte currents were negligible and did not confound the measurement of hERG channel currents. Fig. S1 is available at http://www.jgp.org/cgi/content/full/jgp.201210870/DC1.

**RESULTS**

The eag domain is the primary regulator of deactivation gating, and the proximal domain does not measurably contribute to deactivation gating

To investigate the contributions of the N-terminal region eag domain and the adjacent proximal domain to hERG gating properties, we examined two hERG N-terminal region fragments of different lengths, one encoding the eag domain (amino acids 1–135; N1–135) and one encoding the eag domain and the proximal domain (amino acids 1–354; N1–354), and two different mutant hERG channels, one with a deletion of the eag domain (hERG Δ2–135 or hERG Δeag) and one with a deletion of the eag and proximal domains (hERGΔ2–354 or hERG ΔN) (Fig. 1 A). N-terminal region fragments were tagged with CFP at the C-terminal end, and all hERG channels were tagged with Citrine at the C-terminal end (see Materials and methods). Fragments and channels were expressed in oocytes, and expression was confirmed by confocal microscopy (Fig. 1 B). Currents were recorded using two-electrode voltage clamp. Channels were activated with a voltage step to 20 mV, followed by depolarizing pulses in 20-mV increments from −120 to −40 mV. We previously reported that a fragment encoding the N-terminal eag domain (N1–135) markedly regulated deactivation gating in hERG ΔN channels by making a direct interaction with the rest of the channel (Gustina and Trudeau 2009, 2011). In the previous experiments, neither the fragment nor the channel contained the proximal domain. Here, to evaluate the function of eag domains in the presence of proximal domains, we examined whether eag domains regulated channels with intact proximal domains (hERG Δeag), and then examined whether a fragment encoding the eag domain plus the proximal domain (N1–354) regulated deactivation gating in (hERG ΔN) channels that lacked these domains. As positive controls, we used WT hERG and hERG ΔN coexpressed with N1–135, in which the kinetics of deactivation were both slow (Fig. 2, A, C, and G). As a negative control, we used uninjected oocytes (Fig. S1, A and B), whereas uninjected oocytes had very small currents in response to the same voltage protocols (Fig. S1, C and D). Thus, endogenous oocyte currents were negligible and did not confound the measurement of hERG channel currents. Fig. S1 is available at http://www.jgp.org/cgi/content/full/jgp.201210870/DC1.

Figure 2. Regulation of deactivation gating by eag domains is unaffected by the presence of the proximal domain. (A–F) Channel schematics and two-electrode voltage-clamp recordings of tail currents from hERG (A), hERG ΔN (B), hERG ΔN plus N1–135 (C), hERG Δeag (D), hERG Δeag plus N1–135 (E), and hERG ΔN plus N1–354 (F). Currents were elicited using the pulse protocol shown. Calibration bars, 2 µA and 200 ms. (G) Plot of the time constants (τ) of deactivation derived from single-exponential fits (see Materials and methods) to the tail currents in A–F. Error bars are the SEM and are within the points if not visible. n ≥ 10 for each construct.
Channels with N-terminal region deletions showed reduced inward rectification, which was recovered by coexpression of eag domain–containing fragments. To investigate the roles of the eag and proximal domains in hERG rectification properties, channels were activated by a series of pulses from $-100$ to $+80$ mV in 20-mV steps, followed by a repolarizing pulse to $-100$ mV. The steady-state I-V relationship was determined by taking the ratio of the peak outward current at the end of each depolarizing step to the extrapolated peak inward current at $-100$ mV (see Materials and methods). As anticipated, hERG channels exhibited a rectifying bell-shaped I-V relationship and had a relative peak outward current of $0.39 \pm 0.05$ at $-20$ mV (Fig. 3, A and G). hERG $\Delta N$ channels demonstrated reduced rectification, as indicated by a significant increase in the relative peak outward current at $0$, $20$, $40$, and $60$ mV compared with WT hERG, and a peak relative outward current of $0.73 \pm 0.08$ at $0$ mV ($P < 0.001$, ANOVA; Fig. 3, B and G). Coexpression of hERG $\Delta N$ with N1–135 restored WT-like rectification properties, with a peak relative outward current of $0.23 \pm 0.04$ at $-20$ mV, which was not different from WT hERG (Fig. 3, C and G). Channels

control, we used hERG $\Delta N$, in which the kinetics of deactivation were significantly faster ($P < 0.001$, ANOVA; Fig. 2, B and G). First, we found that channels lacking just the eag domain (hERG $\Delta eag$) had fast deactivation kinetics like the negative control, and that coexpression of hERG $\Delta eag$ with N1–135 had significantly slower deactivation kinetics like the positive controls ($P < 0.001$, ANOVA; Fig. 2, D, E, and G). Second, we tested coexpression of hERG $\Delta N$ channels with the fragment encoding the eag domain plus proximal domain (N1–354) and found that these channels, like the positive controls, had slow deactivation kinetics, indicating that, like the eag domain fragment, the eag and proximal domain fragment significantly regulates deactivation gating ($P < 0.001$, ANOVA; Fig. 2, F and G). Collectively, these results indicate that the eag domain regulates channel deactivation, and that the proximal domain does not appear to contribute to or interfere with regulation of deactivation. These results support our previous findings that the eag domain is the primary determinant of deactivation gating, and that the proximal region does not play a measurable role in deactivation gating (Gustina and Trudeau, 2009, 2011).
234 eag domain regulation of hERG inactivation

relative peak outward current of 0.40 ± 0.05 at −20 mV (Fig. 2, E and G). hERG ΔN channels were then co-expressed with fragments encoding the full N-terminal region (N1–354). hERG ΔN plus N1–354 demonstrated restored WT-like rectification properties, with peak relative outward currents at −20 mV of 0.40 ± 0.11, which were not different from hERG at any voltage (Fig. 3, F and G). These results suggest that the eag domain was a determinant of channel rectification, as channels lacking most of the N-terminal region or lacking just the eag domain demonstrated reduced rectification, and coexpression of an eag domain–containing fragment restored rectification to levels similar to hERG. No significant differences were observed between hERG ΔN plus N1–135 and hERG ΔN plus N1–354, indicating no measurable effect of the proximal domain.

The proximal domain is involved in steady-state activation gating but may require a covalent link to the channel. We then measured steady-state activation by activating channels with a series of pulses from −100 to 40 mV, followed by a repolarizing pulse to −50 mV to elicit an outward tail current. The tail current after each voltage

with a deletion of just the eag domain, hERG Δeag, demonstrated significantly reduced rectification at −20, 0, 20, 40, and 60 mV compared with WT hERG, with a relative peak outward current of 0.90 ± 0.09 at 0 mV (P < 0.001, ANOVA; Fig. 3, D and G). Coexpression of hERG Δeag with N1–135 restored rectification to values not different from WT hERG at all voltages, with a

### Figure 4

Proximal domain regulation of steady-state activation may require a covalent link to the channel. (A–F) Channel schematics and two-electrode voltage-clamp recordings of a family of currents from hERG (A), hERG ΔN (B), hERG ΔN plus N1–135 (C), hERG Δeag (D), hERG Δeag plus N1–135 (E), and hERG ΔN plus N1–354 (F). Currents were elicited using the pulse protocol shown. Calibration bars, 1 µA and 200 ms. (G) Steady-state activation (G-V) curves derived from the currents shown in A–F by normalizing the peak outward currents at −50 mV and plotting versus voltage. Data were fit with a Boltzmann function (see Materials and methods) to determine the $V_{1/2}$ and $k$ (slope) values. Error bars are the SEM and are within the points if not visible. $n ≥ 9$ for each construct.
step was normalized to the peak tail current. As reported previously, the steady-state activation curve for hERG ΔN is significantly right-shifted compared with hERG (P < 0.001, ANOVA; Fig. 4, A, B, and G, and Table 1) (Gustina and Trudeau, 2011). hERG ΔN coexpressed with N1–135 or N1–354 yielded a significant leftward shift and steeper slope compared with hERG ΔN alone, although these values were not recovered to the levels of hERG (P < 0.001, ANOVA; Fig. 3, C, F, and G, and Table 1). Interestingly, hERG Δeag and hERG Δeag plus N1–135 steady-state activation were not different from hERG (Fig. 3, D, E, and G, and Table 1). These data show that the right shift in steady-state activation only occurs when the proximal domain is deleted from the channel, and that deletion of the eag domain alone had no measurable effect on steady-state activation. Furthermore, hERG ΔN channels do not show a full recovery of the shift in steady-state activation when coexpressed with N1–354. This finding suggests that the proximal domain expressed in a separate fragment is unable to have an effect on gating. We interpret this result to mean that the proximal domain may require a peptide bond to the rest of the channel to regulate steady-state activation.

Channels with N-terminal region deletions have altered inactivation properties, which were recovered by coexpression of eag domain–containing fragments

The rising phase of the tail currents from Fig. 2 was fit with a single-exponential equation to determine the rate of recovery from inactivation (Sanguinetti et al., 1995). hERG had a significantly slower rate of recovery than hERG ΔN (P < 0.001, ANOVA; Fig. 5). hERG Δeag channels had fast recovery from inactivation, which was not different from hERG ΔN, whereas N-terminal region–deleted channels coexpressed with an eag domain–containing fragment (hERG Δeag plus N1–135 or hERG ΔN plus N1–354) had significantly slowed recovery from inactivation that was different from that of hERG (P < 0.001, ANOVA; Fig. 5). These data suggest that a direct interaction between the eag domain and the rest of the channel regulates recovery from inactivation.

We next used a three-step protocol to isolate inactivating currents and determine the kinetics of inactivation (Smith et al., 1996; Spector et al., 1996; Herzberg et al., 1998; Wang et al., 1998). Channels were activated with a pulse to 20 mV, and then briefly stepped to −100 mV to allow the channels to recover from inactivation. The duration of the pulse to −100 mV was varied based on the rates of recovery from inactivation to prevent channels from deactivating during this step. We used a 20-ms pulse for hERG and N-terminal region–deleted channels coexpressed with an eag-containing fragment, and a 5-ms pulse for hERG ΔN and hERG Δeag channels. After the −100-mV pulse, steps were given in 10-mV increments between 0 and 60 mV to isolate the inactivating current. A single-exponential fit to the current decay was used to determine the time constant of inactivation. hERG channels demonstrated a consistent decrease in inactivation time constant as voltages became more positive, indicating a faster rate of inactivation at depolarized voltages (Fig. 6, A and D). hERG ΔN also demonstrated a progressive decrease in the time constant of inactivation with increasing voltages; however, the time constant of inactivation was significantly slower than hERG at all potentials, which is consistent with previous reports (P < 0.001, ANOVA; Fig. 6, B and D) (Spector et al., 1996). When hERG ΔN was coexpressed with N1–135, the inactivation time constant was restored to values not different from that of hERG at all
voltages, suggesting a regulatory role for the eag domain in inactivation kinetics (Fig. 6, C and D). This role was further supported by hERG Δeag channels, which exhibited a rate of inactivation that was not different from hERG ΔN, and which was significantly slower than hERG at all potentials (P < 0.01, ANOVA; Fig. 6 D). Other constructs that were coexpressed with an eag-containing fragment (hERG Δeag plus N1–135 and hERG ΔN plus N1–354) were not different from hERG at any voltage and had a consistent decrease in the inactivation time constant (Fig. 6 D). Collectively, these results show that inactivation is not measurably regulated by the proximal domain, but rather inactivation kinetics are regulated directly by eag domains.

We then investigated the steady-state inactivation properties of hERG using a three-pulse protocol to isolate the peak instantaneous current (Fig. 7, arrows) (Smith et al., 1996). A depolarizing pulse to 20 mV was given to activate channels, followed by a step from −120 to 60 mV in 20-mV increments, and then a return to 20 mV. The duration of the voltage step from −120 to 60 mV was varied to allow the channels to recover from inactivation but not deactivate, based on the recovery from the inactivation rate of the channels (20-ms pulse for hERG, hERG ΔN plus N1–135, hERG Δeag plus N1–135, and hERG ΔN plus N1–354; 5-ms pulse for hERG ΔN and hERG Δeag). The peak instantaneous current was corrected to compensate for the small amount of deactivation that was detected at −100 or −120 mV (see Materials and methods). The steady-state inactivation curve for hERG ΔN had a V_{1/2} of −59.60 ± 0.73 mV and a k (slope value) of 25.72 ± 0.32, which was significantly shallower and right-shifted compared with WT, and was not different from that of hERG ΔN (P < 0.05, ANOVA; Fig. 7 D and Table 2). Collectively, these results show that the proximal domain did not play a measurable role in steady-state inactivation, whereas the eag domain regulated steady-state inactivation by a direct interaction with the rest of the channel.

The eag domain determines the timing of the peak hERG resurgent current

To investigate the role of N-terminal regions under conditions that mimic a cardiac ventricular action potential, we administered a dynamic ramp protocol by depolarizing cells to 0 mV for 200 ms, followed by a gradual decrease in the voltage to −100 mV over 200 ms before returning to the resting potential of −80 mV. The currents elicited for each cell were normalized to the extrapolated peak tail current at −100 mV after a 20-mV depolarization (see Materials and methods). The peak instantaneous current was characteristic of hERG, where the

![Figure 6. eag domain regulation of hERG inactivation rate.](http://rupress.org/jgp/article-pdf/141/2/229/1186797/jgp_201210870.pdf)
peak current during the repolarizing ramp was greater than the peak current during the depolarizing step, was noted for all constructs tested (Fig. 8 A). The current peak for hERG occurs at an average voltage of −43 mV and 284 ms into the voltage command (Fig. 8, B–D). In contrast, hERG ΔN has a significantly earlier peak at an average voltage of −24 mV and 245 ms into the voltage command (P < 0.001, ANOVA; Fig. 8, B–D). The channel with just the eag domain deleted (hERG Δeag) had an earlier peak that was not different from that of hERG ΔN (P < 0.01, ANOVA; Fig. 8, B–D). N-terminal region–deleted channels that were coexpressed with an eag-containing fragment (hERG ΔN plus N1–135, hERG Δeag plus N1–135, and hERG ΔN plus N1–354) were not significantly different from hERG. hERG and N-terminal region–deleted channels coexpressed with N1–135 or N1–354 also demonstrated a large inward current at hyperpolarizing voltages, which was not seen in channels that lacked the eag domain (P < 0.01, ANOVA; Fig. 8, A, B, and E). These results suggest that the eag domain is a determinant of the timing and voltage dependence of the resurgent hERG current and the amplitude of the current undershoot at −100 mV.

**DISCUSSION**

Here we present evidence that the N-terminal eag domain is a determinant of hERG channel inactivation properties. We showed that, compared with WT channels, mutant channels with deletions of the eag domain or both the eag and proximal domains had faster deactivation, reduced rectification, slower inactivation, faster recovery from inactivation, and less steady-state inactivation. All of the kinetic or steady-state properties that were disrupted by deletion of the eag domain were recovered to levels similar to those in WT channels by coexpression of N-deleted channels with eag domain–containing gene fragments. Eag domains conferred N-deleted channels with slower deactivation, increased rectification, faster inactivation, slower recovery from inactivation, and more steady-state inactivation. Because the eag domain–containing gene fragments regulated inactivation parameters of N-deleted hERG channels, the eag domain regulates inactivation properties by directly interacting with the channel (Fig. 9).
How might the N-terminal eag domain regulate inactivation? There is a precedent for N-terminal regions influencing C-type inactivation in K+ channels. For instance, in Shaker K+ channels, an N-terminal peptide causes rapid N-type inactivation (Hoshi et al., 1990; Zagotta et al., 1990; Zhou et al., 2001) but also regulates the slower C-type inactivation as a secondary consequence of binding at the pore (Hoshi et al., 1991; Baukrowitz and Yellen, 1995). Like C-type inactivation in Shaker (Hoshi et al., 1991; López-Barneo et al., 1993), hERG inactivation is dependent on pore residues (Schönherr and Heinemann, 1996; Smith et al., 1996; Herzberg et al., 1998) and the S6 domain (Herzberg et al., 1998). But the short cap region of the eag domain does not appear to bind the pore (Wang et al., 2000). Instead, the eag domain interacts stably with the C-terminal CNBHD (Gustina and Trudeau, 2011). Interestingly, point mutations in the PAS region of the eag domain alter deactivation and inactivation (Chen et al., 1999; Gianulis and Trudeau, 2011), whereas deletion of the cap region altered deactivation but not inactivation (Wang et al., 1998). An interpretation of these results is that the PAS domain region but not the cap region of the eag domain is necessary for regulating inactivation. To explain all of these findings, we propose that the direct association of the eag domain with the CNBHD is communicated to residues in the S6 that influence C-type inactivation.

To isolate inactivation kinetics and generate steady-state inactivation curves, we used longer duration pulses (20 ms) for WT channels and N-deleted channels cojected with eag domain–containing fragments and shorter duration pulses (5 ms) for N-deleted channels during the second pulse of three-pulse protocols (Figs. 6 and 7). The 20-ms second pulse in eag domain–containing channels was necessary to isolate open channels that had fully recovered from inactivation. The 5-ms second pulse in N-deleted channel recordings was
necessary to isolate open channels at negative voltages before they rapidly closed (as a result of the lack of the eag domain). If the second pulse was lengthened for N-deleted channels, the channels deactivated rapidly and were not available for measuring inactivation. Although necessary, comparing data using two different second-pulse durations was not ideal because the N-deleted channels and channels with eag domains were equilibrating between open and inactive states for different periods of time. The shorter equilibration times of N-deleted channels, combined with the larger time constant of inactivation in these channels, means that the steady-state inactivation curves may be less right-shifted in N-deleted channels, and with less of a change in slope, than if the channels were allowed to equilibrate for 20 ms. However, it is clear from examining the inactivating currents in Fig. 6 that the hERG ΔN channel currents reach a new steady-state level a the end of the third pulse compared with WT hERG or hERG ΔN plus N1–135 channels (see Fig. 6, A–C), meaning that the channels reach less of a steady-state level of inactivation than WT channels. The larger peak currents in the I-V plots of N-deleted channels compared with WT channels also suggests a change in steady-state inactivation (Fig. 3 G).

We found that the hERG proximal N-terminal region regulated steady-state activation under certain configurations. Our data showed that hERG Δeag channels, which had intact proximal domains, had steady-state activation that was not different from that of WT channels. However, hERG ΔN channels, which lack the proximal domain, had right-shifted steady-state activation, suggesting that steady-state activation was regulated by the proximal domain, but not the eag domain. The WT-like \( V_{1/2} \) of steady-state activation was not recovered by coexpression of hERG ΔN with N1–354, a proximal domain–containing fragment, although this fragment was able to interact with the channel, as indicated by its modulation of rectification and inactivation properties. One possible explanation for this result is that the proximal domain polypeptide is unable to modulate steady-state activation as a result of an inability to interact with the channel, even when attached to an eag domain that was able to interact with the rest of the channel (Fig. 9 C). Our data suggest that, in order for the proximal domain to regulate steady-state activation, it must be covalently linked to the remaining N-terminal residues. These residues include a charge cluster (KIKER; amino acids 362–366) near the S1 transmembrane domain, which was previously shown to be involved in regulation of hERG steady-state activation (Viloria et al., 2000; Saenen et al., 2006). Perhaps the proximal domain modulates gating through an interaction with the KIKER charge cluster, which is disrupted when the domain is not covalently attached to the channel.

We conducted experiments with a dynamic ramp clamp, which was designed to replicate some of the voltage changes during a cardiac action potential, including the depolarization and plateau phase, followed by a repolarization phase (Spector et al., 1996; Chen et al., 1999; Gianulis and Trudeau, 2011). Our experiments showed that the time to peak of the current was shorter and occurred at a more positive voltage in channels lacking the eag domain. Channels lacking the eag domain also had only a small inward current at \(-100\) mV compared with that observed in WT channels. The shifts
in time to peak, voltage dependence, and inward current at $-100\text{ mV}$ were recovered by coexpression of N-deleted channels with eag domain–containing fragments. These results indicate that the direct interaction of the eag domain with the channel is a key determinant of the timing of the resurgent hERG current.

Our results provide a mechanistic explanation for how a native N-terminal–deleted hERG subunit (hERG1b) regulates the timing of resurgent hERG currents. ERG1b is a naturally occurring isoform that has an N-terminal region composed of only 59 amino acids and lacks an eag domain (Lees-Miller et al., 1997; London et al., 1997). Along with mammalian ERG1a subunits, native ERG1b subunits form the $I_{\text{Kr}}$ current in native cardiomyocytes (Lees-Miller et al., 1997; London et al., 1997; Jones et al., 2004), where the resurgent $I_{\text{Kr}}$ current is thought to be critical for repolarization (Sanguinetti and Jurkiewicz, 1990; Zhou et al., 1998; Sale et al., 2008). Entirely consistent with channels lacking an eag domain, mammalian ERG1b channels or heteromeric ERG1a/ERG1b channels have fast deactivation kinetics, less rectifying I-V relationships, and earlier time to peak of resurgent currents compared with ERG1a channels (Lees-Miller et al., 1997; London et al., 1997; Sale et al., 2008; Larsen and Olesen, 2010; Trudeau et al., 2011). Differential expression levels of ERG1a and ERG1b subunits may be a mechanism for modulation of peak resurgent current and thus the degree of action potential repolarization by $I_{\text{Kr}}$. The kinetic properties of hERG1b and the time to peak of resurgent currents in heteromeric hERG1a/hERG1b channels are directly regulated by eag domain polypeptides (Trudeau et al., 2011). Here, we show that eag domain directly regulate resurgent current time to peak in N-deleted (hERG ΔN or hERG Δeag) channels, meaning that (a) direct eag domain regulation of channel properties is independent of the novel hERG1b N-terminal region, and is instead a general property of channels that lack eag domains; and (b) the direct modulation of channels by eag domains may help to regulate the physiologically important resurgent $I_{\text{Kr}}$ current.

A central mystery in hERG channel gating is how the eag domain regulates deactivation gating, inactivation gating, and steady-state inactivation properties. A major conclusion made possible by our finding that genetically encoded eag domain–containing fragments regulate inactivation is that direct protein interactions must underlie key steps in the regulation of inactivation gating. There is evidence that deletions of the cap region of the eag domain affect deactivation, but not inactivation, so protein interactions underlying deactivation and inactivation may be separable, which would lead to a better understanding of the two mechanisms. Protein interactions can be studied by numerous well-established methods, and these techniques may be used to understand eag domain interactions in more detail.
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